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Current Development and related policies
of energy efficiency in China's data centres
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RO AIBIERS M Policy orientation of the data centre

ERENE RBE, MEDE ERENE
National Development and Reform NDRC, Cyberspace NDRC
P Administration of China (CAC)

ENEIEPOFERRARE, TR
TREPEBUSTIRREIREER, &
1 (BEP OB MRIRAKREIT
st
Promote the green and low-
carbon development of data
centres, accelerate energy-
saving renovations and
alh  equipment upgrades, and
n’n release the "Special Action Plan
e for Greenand Low-Carbon
flh Development of Data centres.”

Commiission (NDRC)

BRI RIS ERIRT R RAIEN,

FxiEeE—CREIETOZIREXTE,

BHELERB 10N EARIHREIREH UK
FERETEHD.

Policies will be formulated to
accelerate the development of new
infrastructure, with a major national
project for building integrated data

centres, including around 10

regional data centre clusters and
smart computing centres.

etc.

nﬁr?liﬁ K=f. BERAEX. K
. A=A, SNE10MEREIEPOEERE,
REFEE TRREXNSEE.
The "National Computing Network to
Synergize East and West" project
officially launches, with the
establishment of 10 national data centre
clusters in regions including Beijing-
Tianjin-Hebei, Yangtze River Delta,
Guangdong-Hong Kong-Macau Greater
Bay Area, Chengdu- Chongqlng Inner
Mongolia,

HRRMERRE
The Central Financial and

conomic Affairs Commission

2l

BREMNZE
NDRC

2023FF10H25H, EZREUEREMKIL.
EZREIER RS AR SRR R

PHPRBERESERS
Standing Committee of the
Political Bureau of the CPC

Y w \ BASNREN, RREHFEET P SEEE A
SWGERE, IMRSGHLE, FiE+t BELEDRFISSMBOAE, #eeF0 gﬁgéﬁ%ﬁﬁﬁgﬁ;@gﬁggig
FIRERS R IHE. HEAREMNEZEE, WEAstm %mﬁﬂ*u@iﬁ%}

20305FRiBIAIE,. 2060+
RBR.
The ninth meeting was held to
discuss promoting the healthy
development of the platform

On October 25, 2023, the National
Data Bureau was officially established.
The bureau is responsible for
coordinating the development of data

infrastructure, overseeing the

The meeting stressed the
importance of accelerating the
progress of the construction of

new types of infrastructure,

such as 5G networks and data : ;
t economy apd the main strategies integration, sharing, and utilization of
centres. for achieving carbon peak and data resources, and leading the
carbor;].neutralg)ty, W'thkﬂk‘)e goal of planning and construction of Digital
reaching carbon peak by 2030 China, the digital economy, and the

and carbon neutrality by 2060. digital society.
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.__ﬁllkﬁili Number of éompanies Value of the digital economy g

EHZ=20235F)R, ﬁiBEﬂﬂfz*ImE BMZF EILIEK8.9%, Hep, z
1582685 .

By the end of 2023, there were 184 million.registered business
entities, Up 8.9 per cent year-on-year. Of these, 58.268 million were
companies.

PIEEZiE= Number of Internet users

HERFEFTHIRIAS6.15127T, GGDPLLERBIN44%.

Iculations, China's digital economy will reach
&Qunting for more than 44 per cent of GDP.

}

mg mdustrlei

#HZE2023F128, HEMEMBEX10.921ZA, B2022F12 B EME
24808 A, EEARMERIRIATT.5%,

As of December 2023, the number of Internet users in China
reached 1.092 billion, with 24.8 million new Internet users
compared with December 2022, and the Internet penetration rate
reached 77.5%.

PILEEMSZEEIE Number of network infrastructures

iness revenue of $356.4 billion in 2023, an increase of
o 19.1% over the previous year.

iR T=E Data centre output‘

EZE20235FK, =ERBERWARKEHIRSHIEENEETD

BE20236128, BERRSGEIITTHA, BEFEtgHE. ) .
EIR, HSGRITIRAMERS Wk W%, SEEEnEaes)
& EEEG. SR THREEE N TOIRATE.

By December 2023, a total of 3.377 million 5G base stations HERMBIAITH T, 2FHE15.251,
have been built, covering all urban areas of prefecture-level By the gnd of 2023, .the number of Intgrnet data CEMIE rgcks
AU Gl R i T TR HEERE e B serving the public by the three basic telecommunications
- R . companies reached 970,000, with a net increase of 152,000 for
combining 5G and gigabit optical networks, has fully driven the Veaf
innovation in smart manufacturing, smart cities, rural yaar.

revitalization, cultural tourism, and other sectors.



gt aIThin & E Market development of data centres

Mﬁ—

2 VAR A=y [k

Unit: ten thousand standard racks

EIIEH&
2R

Data Centres

Facing Rapid

o EEIETOEFIIEREMNEE1800-20001ZTTARTES;
o 120235, 2EEREIETOVISRSIMRIEITS105FRHEZE
o HiERPOSFISBEET20%.

® The scale of new investment in China's data centres is around RMB 180-200 billion per year;
® By 2023, the total scale of data centre racks in use in China exceeds 8.1 million standard racks;
® Average annual growth rate of data centres exceeding 20%.
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FiEROREEREEIB Urgent energy consumptlon |n data Acentres

o (HBeIEPULBAKRB) B, 2017F, FEHIEF : E N XS
OFEREE91221.5(2F RS, BESF=IAilesF . o .

FREE,
o (HE "HEE" KEATRS) R, NEBKEF, :
§U2025£|5, HIEP OB S EIKEEENSEADE, Sk : 41153 90%
33%. 80%
® }‘AWE i *ETEICTresearch%é.’tiiﬂﬂﬁﬁﬂﬁzl_?, ééﬁ( 70%
TERORFEF R B \FLUBIT 1 2% A0, - - %
® According to the Green Data Centre White Paper, e
China's data centres consumed 122.15 billion 40%
kilowatt-hours of electricity in 2017, more than the 30%
annual power generation of the Three Gorges 20%
Dam. ) . 10%
° GAOba”)? dlat;m Icentres will account for the Iargestb 0%
share of global energy consumption, up to 33%, by
2025, according to China's ‘New Infrastructure’ 201235 A 20 Rt A
Development Research Report. WEHE - BKX

icity ~growth rate-..

® Domestically, according to ICTresearch, the ele
consumptnon

national data centre power consumption has been
growing at over 12% for eight consecutive years.

\
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Problems with data centre energy efficiency improvements

IS ARE
Industrial structure and
regional layout

o IDCRENE, mitEFHHMELZE

o [XEFEEPHETERE. K=f. Zk=MA
EANEERXG

® |DC development is rapid, cloud
computing gradually formed oligopoly.

®  The region is mainly concentrated in
three major regions: Beijing-Tianjin-
Hebei, Yangtze River Delta and Pearl
River Delta.

T RERIRZS L

Energy-saving and low-carbon

diversification

o LBHETHER

® HRER. RMENK. fERE

* BEDREMNES

®  Specialised Energy Efficiency Improvement

® Renewables, waste heat recovery, energy storage

® Increased cost of green energy efficiency

SHIBETRNEER

Current energy efficiency

é)}:ﬁﬁﬂiiigﬁtﬂiﬁﬁ‘@%%ﬁ‘éﬁﬁﬁﬁg, 22
H
® FRHEANITIRERIDEITNENSEISR

®  Currently focusing only on the efficiency
of electricity use in infrastructure

®  lack of energy efficiency standards and
references for IT equipment, which uses
the most electricity

(RERILRETRGHS

Low-carbon energy structure

o EIARLLKEAE
o EIUHAMIRAFIBERNRTZH

®  Currently, thermal power is still the main
source of energy

® Rooftop PV and waste heat utilisation
are basically blank
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Contributions of different parts A /\

X 1/\@3% }IJ\m
Power supply.and dlS’ﬁ‘IbUthﬂ ' '

o ITi845 STbeh Sk
5% IT equipment
’ﬁ' 40%
HXES ui;zmx @
Ventilation and cooling
. Hﬁi?, JUEDN
35 % Others

10%
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Energy-saving Retrofit Case of a Data Centre in Beijing - Existing Problems |

isi i BIHKE, 2.33%
Precision air EHKR, 2.33%

conditionin

AHEE, 1.56%
FRERZA 2, 0.08%

T EARRFE,
1.36%

~ UPS Losses |
UPSHRHAE, |
5.77% |

HFAESE, 0.33%
Hfth, 0.84%

3#EEERBRES

Energy consumption distribution of main equipment in Building #3

MERETLAB H QKA ERERE LUK, 3#EERP/ILRIKHER
iR L RTHNEEFE O KA.

PRIQIKHABIMERER AR MR R BB A IIFEFUPSAIRAE.

The chart shows that chiller units have the largest energy consumption. Data
Center 3 uses the latest magnetic levitation centrifugal chillers.
Other major energy consumers are precision air conditioning and UPS losses.

Maintenance structure sealing energy saving retrofit

B 3ROSR OIME
EiFRIRMREE, TER
WEFLRESMRE, B
REERIEIN T FEE=ER
FERE, HTRIE—EINE3#

Data Center 3 has poor insulation and

sealmgrcausmgamleaks and higher

HHPEIIZEELRENE

precision air conditioning energy use.
Sealing improvements are planned.

B 3#ERFIOAIUPSEE(E
FBASE, SHRIREAIUPSIR
BABMERRE, UPSHR
FEAERRA, THIRT3#4E
UPSHH{TEIE, ‘

The UPS in Data Center 3 is 4 years

old and has low efficiency, leading to™"

significant losses. Plans are in place to
replaceit.

UPSHReLE

UPS upgrades
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Energy-saving Retrofit Case of a Data Centre in Beijing - Existing Problems

Enclosed cold aisle modificati

e SRR . AR HAQBIESE
pi o SR Y s o —— 1
UPS Losses EXIE. AR TS REE, t TPOEEEE ORI j
UPSHLEE, EeRiBEREES, TBERN el m |
R i SHEEREL, AREGEERI . | = ..
precision air G Y SFE, SESRGRES | || g’
conditioning IF\H?’H.,S.IS% i 4511,0.19% IR AR S B s, g:. _ e
chiller 4 L4, 1.82% In Data Center 4, unsealed hot and Y o ‘
cold aisles cause airflow disruption —
2he to seal the cold aises, 1 UPSTHRMIE UPS'upgrades
A E TR E AR P— el
Energy consumption distribution of main equipment in Building #4 EEER4AE, JRHERRY
MEFETLABHRAIAESEERK, 4#EEPOKIAERA UPSIRE RS HERRK,
=7 ERTHAESIFE OULKAE. Xt RUPSIRFEAEX A
RILIHBINERER KRR E ST UPSINFE. BORE. IHRIRI4#HEUPS |
The chart shows that the chiller units consume the most energy in Data BHTER, \

Center 4, which uses advanced magnetic levitation centrifugal chillers.

Other major energy consumers are precision air conditioning and UPS. i ClS I E R IO EH E R el

has low efficiency, leading to higher losses.
Plans are to replace the UPS.
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Energy-saving Retrofit Case of a Data Centre in Beijing-Expected resul

It can provide
52.79MW of heat,
supporting 893,300
m?2 of residential and
284,300 m2 of non-
residential buildings.
After renovation, the
cooling tower stops
operating, saving
about 130,000 tonnes
of water per heating
season, based on a
0.5% water loss rate.

waste heat recovery SIMEIY

AR AR 52.79MW, A # R DU A2 JE IR 2 AR T B
89.3373°F U5k, AEfERENmAN28.4375F 7K. g
G, HEEEEIRIEAT, RIS HEE KK ER0.5%IH 5,
FERBRZ ] AT KK L1375

EiRUPS Replacement of UPS

XF 3%, A#EE RO IR UPS 4 AT 1 T e,
P at AR, SosE BUR R TF2.11%,
FEATY) E L 5343.4/7kWh .

ZeIEE

PUE{ETF

1.15

X 3#EAE O P SR . RR AR EOE )S ,
WA BORDHLE N She e R AL E, AR

i " T L33 4 L 5 AT U 25 2 %
photovoltalc. POWery, peuspy il
generation o i
S8 45 4 L G P o R
HARIEE

TR SEE. BHERE A S B, SRR,
Fe X £ T AL A 2.6MW, TiH HERKBEEN
343.76JikWh, 254 Ril Sk HEA 8301.4277kWh.

Increasing green electricity use reduces electricity costs for
businesses. Carbon offsetting is achieved through green certificates

and carbon quotas. The park's estimated installed capacity is 2.6MW,

with a first-year power generation of 3,437,600 kWh and a total of
8,301,429,000 kWh over 25 years.

Closed cold aisle
AHFHE PO B TE e R YA I, PR EAL
Ve PGB IE TR R, 38 G iR S R A X
SEILA SRS B, SR S T SR AT
AT HFIH, RIS AR
AR, BIKEHEHLEPUE 3%.

Replacing inefficient
UPS equipment in data
centres 3# and 4# will
improve power supply
efficiency by 2.11%,
resulting in annual
power savings of 3.434
million kWh.

- Af . h
EHPLEHS Enclosure Structure /o renovating the

enclosure structure and
improving sealing and
insulation at the 3# data
centre, hot and cold
energy transfer between
the equipment room and
external environment will
be reduced. This helps
maintain the room's
internal temperature and
lowers the refrigeration
energy consumption of
precision air-
conditioning, with an
expected 2% reduction
in PUE.

The 4# data centre is equipped with closed cold aisles to prevent hot and
cold aisle mixing, avoid temperature extremes, and ensure precise cold air
delivery. This reduces the load on precision air conditioners, improves cooling
efficiency, and is expected to lower the PUE of the server room by 3%.
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A case of energy-saving technology for a new data centre of an operator iy] Fuzhou

o HizER (BEEM) HEPOMTREALE~IER, BoHmR185E, &
iR ER£930127T, METZREBHIR, B4 56MKkS=s, HHATEAT0TLLE,

® IZEUEPL IZIEAREE BRI TR M, SR SR E R,
MRIR ERERBHERL, RRSATEFFRRRIH, AR FHAmIRE.

o ZEUEPONIE "2022FERFEMIETOHAERMIZE" | EEENERIAE
M= HEHER ORI,

® The data centre of an operator (Fuzhou, Fujian) is located in the Southeast
Big Data Industrial Park, covering a total area of 185 mu. The basic
investment is about 3 billion yuan, with a planned number of 30,000 racks,
which can accommodate 240,000 servers, and an export bandwidth of more
than 10T.

® The data centre widely uses energy-saving technology products, introduces
advanced intelligent control technology, and reduces carbon emissions at
the source. At the same time, it constantly adheres to technological
innovation and makes useful explorations for energy conservation and
carbon reduction.

® The data centre was selected as one of the ‘2022 National Typical Cases of
New Data Centres’ and is a key project in Fujian and a benchmark for local
data centres.
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A case of energy-saving technology for a new data centre of an operatox in liuzhou

IZEIRPORBRIIAREKSHRTRERS, MLERNSHEETE, B
BEMTE. EPHRFRR, HASINFBEIERSTREISIMRTR
ATiRER. EUERON. RERARA. JR=ESEEE G m,
=S REAIRHEREIEIRHITOITIZNT, EEHSHEREGHRMES
8%, EHRRRGOIENAZIRS. B, TSRFASRREESR
BEHARA, eI SASIRAIBERBENR.

The data centre uses a large-scale water-cooled central air
conditioning system, which is more energy-efficient and provides
centralized cooling compared to traditional air-cooled precision
ACGs. It integrates green technologies such as outdoor air-source
heat exchangers, variable frequency drives, heat pipe cooling,
and aisle cooling.

Additionally, an Al-based group control system analyzes data
and adjusts cooling strategies to optimize energy efficiency. The
facility also employs airflow simulation and cold aisle
containment to effectively separate hot and cold air.
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A case of energy-saving technology for a new data centre of an operator in Fuzhou

o MHEBAEFSHE, BIER—REENEERURBERRRR LIFRRASREEEE, S0 EL
RSRERAEIIRFE, SIAUPSERENSEL AN, HEERFIA98%, AHLI3%LA LAIEAEEEE,

o IZEUEPIIEIZRAERERIARS, AT ESRIBITENYSR, XMOKX, Bt B, =
FISE R HIENE, TAXHRARIERERES 0% L.

o lthh, ZEUEFOEEEREARIT, MUKEAREMRE, RATKRE, TUMEIR B
RIHEABRRERVKER. FREREREE L SRS TIRERIE.

® EIRTHRERER. ULAHREEN. FUERMAEFZIEE, MEHOTREXLGSTHEZERI0%LL
L. PR, PR T —ESTRA.

® The data centre reduces power distribution losses by using class 1 energy-efficient
transformers and optimizing system load rates. UPS intelligent dynamic technology boosts
supply efficiency to 98%, saving over 3% in base energy. It also employs an intelligent lighting

system with energy-efficient fixtures and smart controls, cutting lighting energy use by 50%.

® Additionally, the centre features flood prevention, optimized water infrastructure, water-
saving devices, and rainwater-sewage separation. New energy-saving facilities include solar

water heaters and EV charging stations.

® These measures help the data centre achieve a 40% overall energy saving rate, supporting

carbon peak and carbon neutrality goals.
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An example of energy-saving technology in a liquid-cooled data ¢entre

Sy,

Easy to maintain,
safe and reliable

low power consumption,
high reward

High heat dissipation efficiency = High performance
and energy saving and low noise

AR, TI6E

B E K, SREEE
RSERDEES PUE<1.1
SERRKLIELL, FHRITEE
# 40-50%

miEae. RIRS

HENEITCPU/GPULLX&{K20-30°C
KEFERSR, GPUMBEEINIE
EiRHEIETIRE <60dB

FERBE. SOk

TRRFACEIHE 80%
R BB KU IXALIDFERT IR 70%
B ToEE 2 S T [EE N AkA

HIPGE, Z20%

MBI, TEYEPES
BHALEREED, RERtH
iR, ISR

\F HERA R E Sbar

The specific heat capacity of
liquid is large and its thermal
conductivity is high

The annual average PUE of the
liquid cooling part is <1.1
Compared with traditional air
cooling, the annual average
electricity savings is 40-50%

Full load operation CPU/GPU
20-30°C cooler than air-cooled
Parallel cooling plate, more
balanced GPU performance
<60dB general full load
operation noise

Energy consumption of AC-
system reduced by 80%

Energy consumption of fan can
be reduced by 70%

The increased cost can be
recovered through power saving
in 2 years

Hot-swappable design, simple
installation and maintenance
Self-sealing, no low-leakage
connections, negative pressure
leak-proof design, liquid leak
detection mechanism

Welded radiator withstands 5
bar pressure
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An example of energy-saving technology in a liquid-cooled data/centre

HRRTHIAES
cultivation of
consumer market
EHEEPCTHIZNE
Gradually emerging in the
PC market
KRR fans

1990s-2000s

—LREWFHRBER Some
mainframes began to be used
Cary-2 RFEEMLK
235 "Bubbles”
Cary-2 uses a fluorinated
solution

Nicknamed ‘Bubbles’

"BAL"

FARB

* FRANBE(ER

<[] 3t VRN HPC
%

-Mature technology
* Lower cost

« Return to the
enterprise and HPC
markets

LY
Develop rapidly

BRIk AR RS

B RCEMISERMS

B manufacturer of liquid-cooled

server systems

cRAY

@ - ~
FUITSU — SEI (ecware
HIBX aliah,

sugon Bull Gt

Liquid cooling kit and
solution provider

Olasetek CooliT

systems’

45 |CEOTOPE' CAL

@ LiouidCool

SOLUTIONS

B LA Liquid cooling user

%j,-&r?'.—":"'

== Leibniz #8

HA RIKEN  3£E DoE/NREL  #gEgiBE i)

el K-Computer  Peregrine HERTE YL
SuperMUC (Fujitsu) (HP) GIRIFR)
(IBM)

Jinan Supercomputing Centre

Shenwei Blu-ray
(Jiangnan Institute)
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An example of energy-saving technology in a liquid-cooled c}?ta A;entre

Ait/HE STV
petroleum / earthquake . Ag — financial sector
[

.

A
TV
PR

dispersed - concentrated

a
,a" ————_ S
, ?
o
L

TEEHE

online education

B — #4

BEXK

Internet BT BT
manufacturing sector telecommunications sector
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Pathways for Carbon Peaking in Data Centres

-
e [ 0x R TR —_
Decarbonization of Energy structure
RN

-
Total savingsof 22.5 TAATEN TS Improving of Energy Efficiency

AHESSERI SR
. . 7% =GB F R
................................................ Contribution of the Accelerating product upgrading
i - four action areas to
! et P Carbon Peaking
. To— 7% {hr=iLeEt
: Optimisation of industrial
‘s :l ‘——'-...____-__ structure
1
1
1
1
1
1
1
1
1
1
1
:
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2028 2026 2027 2028 2029 2030

EIEFR —— B#ffz @ - BIERFR —— E#fE=R
Peaking scenario Baseline scenario Peaking scenario Baseline scenario
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Challenges of Improving Energy Efficiency in Data Centres , /
*EEHEBIJE% Driving factors

ﬂ" BRIPIESEEREESENIAR.

© BERRTREIHERZE,

. The concept of environmental protection is recognised at national level.
Energy efficiency improvement is a top priority for companies.

*ﬁ, ﬂﬂ.?ﬁ*ﬁ Key influencing factors

- BIVESERAE, RPHOETEPZS
Ezx AV ST BERAIA

«  Whether companies are benefiting from decarbonisation

ABX
B

B
PEERHEEDHIRE DR Hkﬁt

Energy efficiency potential and investment analysis Cha I Ieng es
- EEDHEIS, FEBERIEES
« SIANTREBUERESMEI, RIS
Focus on market-led, better than policy-based
Introducing energy-saving renovation funds and ESCO to form an industrial chai

IENI‘“,“‘Q*E Main risk points

ez R ORRIEUR R

© TBEAAER. TIREF - MERAIRAE

- BENSITMEE, TEGEEPOBOAEH TR

+ Extensive development of invisible data centres

 Lack of energy-saving personnel and standards for energy-saving products
Inadequate regulatory mechanisms to evaluate decarbonisation in data centre
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BFRIOERIRIEERIY

Recommendations on Decarbonisation of Data Centres / /\

BRI

Polic

®

IERBAI TR R
5|1S4EHA

SRR ORETEE
5% VAES

Enhancing the

Government's
Guiding Role
Promoting green and
energy efficient
technology solutions

AN

Technolog

SeEFEAIER OVERR
AR SZRHES
FEEREFEHEEHIET
DRERARKRE
Improving the
establishment and
promotion of standard
system for data centres
Promoting key
technology development
through industry-
university-research

RN

Investment

©

SINTIREBUERISLERLENY,
FNERUIEHES

SoE I REBUEREIAT,
HEH T RESUERERTFAR
TRRL

Introducing ESCOs to
create a chain of energy-
saving renovation
Improving key aspects of
retrofitting and
formulate relevant
standards

iz
Market

EMFRREIREFOA
ZEE A
RN G GRS
IOUIFEFIAUETAE
Addressing the

shortage of talents
related to energy
efficiency
Evaluation and
certification green
data centres
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(BiHS eIk Current Development

ANES A

50000 AR+

RPN ERE

3002 + 120 A +

Number of participants
in the event

Membership units expert groups
50,000 people +

300+ 120 people+

DEEET R, WFkAT. S, SRR, R, B
heifE v BF. R T \ / EREABMKITR. ARPEXR SUTWL\ C S EESHYCDCEERREURF)

arepll, EHERFSTIERR, 2 1. EWRTHR, HEPigithirg o ' 3 |
HE TR B EAUTLBRRE, JES0%IA LRINE, FPERATE B, SERODIAER. MR
The association includes members 30%89ER, K, HRPLDRE, S5RA
from the entire industry chain, such The expert group is composed of HEEBISHNR, _
as users, research institutes, design institutes, user experts, The association hosts events like
consulting firms, manufacturers, and government agencies, and chief the CDCE Expo, Data Center
operation and maintenance units, engineers from enterprises, with Conference, RO?dShOW, and
design institutes accounting for Salon annually, with over 50,000

and is a leading representative of i\
formal industry organizations in the | \ more than 50% and user experts | \ participants. /
\_ data center sector. / making up 30%.
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iErhvEiFiRSS Consulting Service

ICTresearch

Growing with Our Clients
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B BELBRSE Exhibition Services

2B

] X

GDCE

)

= C

01\

&

Eoi= Y CHINA DATA CENTER EXPO
EinREPMNRZHE~IRER

International Oata Center & Cloud Computing Industry Expo

All-in-One Data Center & Cloud Computing piatform

HIBP N e E2ruEs

M/\_
A AN

AR DRSNS B RIS

Industrial ion Association
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